
First Year Examination
Department of Statistics, University of Florida

May 13, 2005, 8:00 am - 12:00 noon

Instructions:

1. You have four hours to answer questions in this examination.

2. You must show your work to receive credit.

3. Write only on one side of the paper, and start each question on a new page.

4. There are 10 problems of which you must answer 8.

5. Only your first 8 problems will be graded.

6. While the 10 questions are equally weighted, some problems are more difficult than others.

7. The parts within a given question are not necessarily equally weighted.

8. You are allowed to use a calculator.

The following abbreviations and terminology are used throughout:

• ANOVA = analysis of variance

• cdf = cumulative distribution function

• SS = sums of squares

• corrected total sum of squares= total SS corrected for the mean

• iid = independent and identically distributed

• LRT = likelihood ratio test

• MOM = method of moments

• MSE = mean squared error

• ML = maximum likelihood

• pdf = probability density function

• α = specified probability of Type I error

• N = {1, 2, 3, . . . }

• N(µ, σ2) = normal distribution with meanµ and varianceσ2
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1. Suppose the random variablesYij , i = 1, . . . , k andj = 1, . . . , ni satisfy theoneway ANOVA assumptions;
that is,

Yij = θi + εij ,

where theεij are independent withεij ∼ N(0, σ2) andθ1, θ2, . . . , θk andσ2 are all unknown parameters.
Consider testingH0 : θ1 = θ2 = · · · = θk versusH1 : Not H0.

(a) Write down the usual “F -test.” (Carefully define any notation that you introduce.)

(b) Derive the LRT.

(c) Prove or disprove the following statement: “The LRT is equivalent to theF -test.”

2. Consider an experiment in which three fair dice are tossed.

(a) LetS denote the set of all random variables defined on this experiment whose range is a subset of
{0, 1}. (Note that{0, 1} is a subset of{0, 1}.) How many random variables doesS contain?

(b) Each random variable inS has a probability distribution. Are the distributions all different? If not,
how many unique distributions are there?

(c) DefineX andY to be the smallest and largest of the three up faces, respectively. For example, if the
result of the toss is(5, 6, 2) thenx = 2 andy = 6. Find the joint mass function of(X, Y ).

(d) AreX andY independent? (A yes/no response is notsufficient.)

(e) Find the conditional mass function ofY givenX = 3.

(f) Now suppose that after the dice are tossed, we flip a fair coinX + Y times. LetZ denote the number
of heads. For eacht ∈ {2, 3, . . . , 12}, find the probability thatX + Y = t given thatZ = 10.
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3. Let X1, . . . , Xn be iid random variables from a continuous population with cdfF (x) and pdff(x).

(a) Derive the cdf ofX(j) for 1 ≤ j ≤ n.

Now suppose thatY1, . . . , Ym are iid with common pdf given by

f(y|θ) =
{

θ/y2 y > θ
0 otherwise

whereθ > 0 is an unknown parameter.

(b) Find the ML estimator ofθ, call it θ̂(Y ), and calculate its bias and MSE.

(c) Find the best unbiased estimator ofθ, call it θ̃(Y ), and calculate its MSE.

(d) Compare and contrastθ̂(Y ) andθ̃(Y ).

(e) How does the MOM estimator ofθ perform in this case?

(f) Find a functionc : (0, 1)× N → (0,∞) such that the interval estimator(
c(α, m)θ̂(Y ), θ̂(Y )

)
has confidence coefficient1− α for all m ∈ N and allα ∈ (0, 1).

4. Let X1, . . . , Xn be iid discrete uniform on{1, 2, . . . , θ}; that is, the common mass function is given by

f(x|θ) = θ−1I{1,2,...,θ}(x) ,

whereθ ∈ N. Consider testingH0 : θ = θ0 versusH1 : θ = θ1 whereθ0 < θ1 andθ0, θ1 ∈ N. The relevant
sample space,X , is given by

X =
{

(x1, x2, . . . , xn) : xi ∈ {1, 2, . . . , θ1} for each i = 1, 2, . . . , n
}

.

There areθn
1 elements inX ; that is,#(X ) = θn

1 . Recall that a test is nothing more than a partition ofX into
the rejection region and the acceptance region. Since there are only a finite number of sample points, there
are only a finite number of possible tests.

(a) Define a set as follows

S =
{

(x1, x2, . . . , xn) ∈ X : max
1≤i≤n

xi > θ0

}
.

Let Pθ0(R) andPθ1(R) denote the size and power of the test with rejection regionR. Show that
Pθ0(R) andPθ1(R) can both be written as simple functions ofn, θ0, θ1, R andS.

(b) Prove that ifS ⊂ R, thenR is a most powerful test of its size.

(c) Suppose that the setS



5. Let X andY be two random variables with finite second moments.

(a) Prove that Var(X) = Var
[
E(X|Y )

]
+ E

[
Var(X|Y )

]
.

(b) Use the functionh(t) = E
{[

(X − EX)t + (Y − EY )
]2

}
to prove that−1 ≤ ρXY ≤ 1 whereρXY

denotes the correlation betweenX andY .

(c) Prove or disprove the following statement: If Cov(X, Y ) = 0, thenX andY are independent.

6. Consider a randomized complete block design with 10 blocks and a single factor having 4 treatment levels.
Let Yij denote the response measured for the experimental unit in blockj that receives treatmenti for
i = 1, . . . , 4, j = 1, . . . , 10. Suppose there is also a covariate whose valueXij is measured for each
experimental unit.

The following four models are fit to the data (using least squares), with the resulting residual (error) sums
of squares as specified:

Model 1: Yij = µ + γj + εij SS(Res) = 400
Model 2: Yij = µ + τi + γj + εij SS(Res) = 300
Model 3: Yij = µ + τi + γj + βXij + εij SS(Res) = 100
Model 4: Yij = µ + γj + βXij + εij SS(Res) = 250

The treatment effects areτ = (τ1, . . . , τ4) and the block effects areγ = (γ1, . . . , γ10).

The corrected total sum of squares is 750.

1. Find thesequentialsums of squares forγ, τ , andβ, in that order.

2. Form an ANOVA table for the randomized complete block designwithout the covariateXij , that
is, based on Model 2. The table should include all appropriate sources of variation (including the
corrected total), with degrees of freedom, sums of squares, and mean squares where appropriate. Then
test whether or not there is a treatment effect based on this model. Useα = 0.05.

3. Test whether there is a treatment effect, after accounting both for blocking and for the covariate.
Useα = 0.05.

4. Suppose the (possibly incorrect) modelYij = µ+ τi + εij is fit to the data. Compute the residual sum
of squares for this model.
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7. Consider the linear model in the general matrix formulationY = Xβ + ε whereY is the vector of
dependent variables,X is a matrix with full column rank,β is the vector of regression parameters, and the
error vectorε has a multivariate normal distribution with mean zero and variance-covariance matrixIσ2.
(I = identity matrix)

In the following, carefully define any notation you use that is not introduced above.

1. Write the ordinary least squares estimatorβ̂ of β in terms ofY andX.

2. Form the vectore of ordinary least squares residuals. Derive its (multivariate) distribution.

3. A quadratic form inY is an expressionY ′AY whereA is an appropriate symmetric matrix. Write
theuncorrected total and residual (error) sums of squares as quadratic forms inY .

4. If the variance-covariance matrix ofY is a multiple of the identity matrix, then two quadratic forms
Y ′A1Y andY ′A2Y are calledorthogonalif A1A2 is a matrix of zeros. Show that the quadratic
form for the residual (error) sum of squares is orthogonal to the quadratic formY ′X(X ′X)−1X ′Y .

8. A movie production company pre-releases its films in two test markets, Los Angeles and New York City,
before the general release. The total attendances at these test screenings in Los Angeles (X1, in thousands)
and New York City (X2, in thousands) are used as predictors of eventual total box office revenue (Y , in
millions of $) in the linear model

Y = β0 + β1X1 + β2X2 + ε.

Least-squares fitting of this model to data for 15 recent films yields (approximately)

β̂ =

β̂0

β̂1

β̂2

 =

 2.80
6.28
13.59

 (X ′X)−1 =

 0.68 −0.20 −0.14
−0.20 0.21 −0.14
−0.14 −0.14 0.27

 SS(Res) = 840

whereX is the usual matrix of independent variables conforming toβ = (β0, β1, β2)′, andSS(Res) is the
residual (error) sum of squares. Assume that the model is adequate and that the errorsε are independent and
identically distributed with a normal distribution having mean zero.

1. Estimate the variance-covariance matrix ofβ̂.

2. Give an unbiased prediction̂Y of the total box office revenue (millions of $) of a new film with test
market attendances of 1.5 thousand and 2.2 thousand in Los Angeles and New York City, respectively.
Give an unbiased estimate of the variance ofŶ .

3. Test the hypothesis thatβ1 andβ2 are equal: DetermineK such that the null hypothesis may be written
in the formK ′β = 0, then perform an appropriate test. Useα = 0.05.

4. Compute 95% simultaneous two-sided confidence intervals forβ0, β1, andβ2, using the Bonferroni
method.
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9. An experiment is conducted to compare the bond strengths of 3 brands of glue and to determine whether
or not cleaning the surfaces prior to glue application affects the strength. Treatments are completely ran-
domized to 30 test surfaces such that each of the six treatment combinations of brand and cleaning status
(cleaned or not) is assigned to five of the surfaces. The following table gives the average force required to
break the bond, along with the corresponding samplestandard deviationin parentheses, for each treatment
combination:

Brand 1 Brand 2 Brand 3
Cleaned 17.0 (1.0) 18.8 (0.9) 21.2 (1.1)
Not Cleaned 15.6 (0.6) 16.8 (1.2) 18.6 (0.8)

Assume that these three specific brands of glue are the only brands of interest to the experimenter, and that
the error variance does not depend on the treatment combination.

1. Write a (univariate) linear model equation for this experiment. Explain each term and specify any
conditions it satisfies.

2. Produce an ANOVA table with all appropriate sources of variation, including the (corrected) total.
Include sums of squares, degrees of freedom, and appropriate mean squares.

3. Test whether there is any interaction between brand of glue and the condition of the surface (cleaned
or not). Test whether brand of glue has any effect on bond strength. Test whether cleaning has any
effect on bond strength. Useα = 0.05 in all tests.

10. A balanced one-factor experiment witht factor levels andr replications at each level yields responsesyij

for replicationj at treatment leveli. Consider the following two alternative models for the data:

Model I: yij = µ + τi + εij ,
∑t

i=1 τi = 0

Model II: yij = µ + ai + εij , a1, . . . , at ∼ iid N(0, σ2
a)

where the termsεij are independent and identically distributed asN(0, σ2
e) (with σ2

e > 0) and are indepen-
dent of allai in Model II.

1. For each model, write out the null hypothesis and the alternative hypothesis for the test of whether or
not there are any factor effects.

2. In terms of the data valuesyij , write out the sum of squares for factor effect,SS(Factor), and the sum
of squares for error,SS(Error). Also give expressions for their corresponding degrees of freedom.

3. Write an expression for theF -statistic (in terms ofSS(Factor) andSS(Error)) for testing the hypothe-
ses in part (a). What is its distribution under each null hypothesis of part (a)?

4. For each model, find thecorrelation between two different responses that have the same treatment
level.
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