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Many Randomized Clinical Trials Have 

Stratified Designs

1. Multi-center clinical trials with centers as strata for 

which there is separate and independent 

randomization

2. Clinical trials with strata according to one or more 2. Clinical trials with strata according to one or more 

baseline characteristics of patients

3. Stratification is applicable to both multi-visit 

clinical trials with parallel groups and to crossover 

clinical trials with sequences of periods for one or 

more treatments



Many clinical trials have strictly ordinal 

response variables 
1. Ordered categories

a. Ratings of pain severity as none, mild, moderate, and severe

b. Ratings of control for respiratory symptoms as excellent, 
good fair, poor, and terrible

2. Essentially continuous determinations for which an 2. Essentially continuous determinations for which an 
interval scale is not applicable (e.g., a narrow range for 
better outcomes at one end versus a wide range for 
poorer outcomes at the opposite end)

a. Visual analogue scales for assessments of pain from 
osteoarthritis

b. Number of painful joints for rheumatoid arthritis

c. Ratings of well being subsequent to ischemic stroke



Primary analyses for confirmatory clinical 

trials need protocol specified methods that 

have minimal assumptions

1. Mann-Whitney (or Wilcoxon) statistics for comparisons between 
two groups through ranks of response variables have minimal 
assumptions in contrast to proportional odds models

2. Randomization-based covariance adjustment through constraints 
for no differences between groups for means of covariables have for no differences between groups for means of covariables have 
minimal assumptions in contrast to regression models with 
covariables as explanatory factors

3. Stratification adjustment through weighted averages of 
differences between groups for means of response variables has 
minimal assumptions (and sample size requirements) in contrast 
to a regression model including the stratification as an 
explanatory factor

4. Management of missing data through ranking principles can have 
weaker assumptions than other methods for missing data



Mann-Whitney estimators

1. Addresses the comparison between two groups 
through the proportion of pairwise comparisons of 
each member of group 1 with each member of group 2 
that have better response for the member from group 1 
(with ties managed as 0.5 in favor of group 1)

2. Its difference from 0.5 equals the difference between 
the mean ranks for the two groups divided by the 
pooled sample size for the two groups

3. Twice its value minus one equals the Somer’s version 
of the Kendall tau for the association between groups 
and ordinal response (with ties for members in the 
same group ignored)



Stratified extension of the Mann-Whitney (Wilcoxon) test 

statistic for the comparison between two groups
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Advantages of QVE as primary method for the 

stratification adjusted comparison between two 

randomized groups for a strictly ordinal response variable

1. Has no assumptions (beyond valid stratified 
randomization) and is applicable to any sample size 
configuration for groups in strata

2. Can have exact assessment through its randomization 
distribution (via enumeration or simulation)

3. Locally most powerful, particularly for an essentially 
continuous distribution (with no ties for ranks within 
strata)



Limitations of QVE

1. Does not have an inherent counterpart for 

confidence interval estimation for a strictly ordinal 

response variable, mainly because the 

randomization based variance vd,0 for d is only 

applicable under the global null hypothesis H0 of no applicable under the global null hypothesis H0 of no 

differences between the groups in all of the strata

2. Does not have a convenient multivariate extension 

in situations with possibly missing data for one or 

more of the responsible variables



Stratified Mann-Whitney estimator
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Stratified multivariate Mann-Whitney estimators
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Methods for stratified multivariate Mann-

Whitney estimators
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Randomization based covariance adjustment
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Example 1: Randomized clinical trial for 

chronic pain with univariate ordinal response

1. Cross-classification of two centers (as I, II) and 

four diagnoses (as A, B, C, D) produces 8 strata

2. Range of sample sizes for the strata is 10 to 342. Range of sample sizes for the strata is 10 to 34

3. Pain status after 4 weeks of treatment (as excellent, 

good, moderate, fair, poor) is the ordinal response 

variable for the comparison of test and control 

treatments



Stratum Center Diagnosis Treatment Pain Status After Treatment for 4 Weeks

Excellent Good Moderate Fair Poor

1 I A Test 1 3 2 5 1

1 I A Control 2 4 3 4 3

2 I B Test 3 10 1 4 2

2 I B Control 2 4 1 5 2

3 I C Test 6 1 1 1 0

Table 1: Distributions of Pain Status After Treatment for 

4 Weeks According to Center, Diagnosis and Treatment

3 I C Test 6 1 1 1 0

3 I C Control 0 5 1 1 3

4 I D Test 3 5 1 6 1

4 I D Control 3 3 2 4 5

5 II A Test 0 4 3 1 8

5 II A Control 0 3 3 0 5

6 II B Test 2 3 3 0 2

6 II B Control 1 8 0 0 5

7 II C Test 2 2 1 0 1

7 II C Control 1 1 0 1 1

8 II D Test 0 1 2 2 3

8 II D Control 1 1 1 0 7



Table 2. Mann-Whitney Estimators with Standard Errors 

and Sample Sizes for Strata According to Center and 

Diagnosis
Stratum Center Diagnosis Sample Size Mann-Whitney estimator Standard Error

1 I A 28 0.492 0.106

2 I B 34 0.595 0.096

3 I C 19 0.839 0.092

4 I D 33 0.601 0.096

ɵ

ɵ ( )

Van Elteren Statistic 3.89, 0.0486

Stratified Mann-Whitney 0.5804, . . 0.0417

0.95 Confidence Interval for  is 0.4988, 0.6621

UEQ p

s eξ

ξ

= =

= =

5 II A 27 0.469 0.105

6 II B 24 0.529 0.115

7 II C 10 0.604 0.181

8 II D 18 0.600 0.126



Assessments of homogeneity are possible
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A proportional odds model with main effects for 

treatments, centers, and diagnoses has

1. p = 0.072 for the score test for the proportional odds 

assumption d.f. = 15 from SAS PROC LOGISTIC

2. The estimated odds ratio is 1.82 with (1.09, 3.05) as 2. The estimated odds ratio is 1.82 with (1.09, 3.05) as 

the 0.95 confidence interval and two-sided p = 0.022

3.   An expanded model has p = 0.032 from 

treatment*diagnosis interaction, but p = 0.018 from the 

score test for the proportional odds assumption with 

d.f. = 24 (although small counts distort this result)



Example 2: Randomized clinical trial with ordinal 

responses at four visits for a respiratory disorder

1. Cross-classification of two centers and gender (as 
female or male) produces 4 strata for 111 patients

2.  Patient global ratings of symptom control (as 2.  Patient global ratings of symptom control (as 
excellent, good, fair, poor, terrible) at 4 post-
baseline visits are the 4 response variables for the 
comparison of test and control treatments

3.  The baseline rating of symptom control is an 
ordinal covariable and age is a numeric covariable



The Stratified Mann-Whitney estimators for baseline and 

the four post-baseline visits and the stratified difference 

between mean ages with corresponding covariance matrix 

are as follows:
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The covariance and stratification adjusted Mann-Whitney 

estimators as departures from 0.5 and their covariance 

matrix are as follows:

[0.1116,0.2230,0.1625,0.1219]'=b

4
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Results from other methods for Example 2

1. The p-values from van Elteren test statistics with centers*gender 

as strata are 0.0662, <0.0001, 0.0054, 0.0325, for visits 1, 2, 3, 4.

2. The 0.95 confidence intervals for odds ratios and p-values from 

proportional odds models with treatments, centers, gender, age, 

and baseline are (1.26, 5.69) with p = 0.0106, (2.64, 12.59)  with 

p < 0.0001, (1.75, 7.70) with p = 0.0006, and (1.28, 5.57) with pp < 0.0001, (1.75, 7.70) with p = 0.0006, and (1.28, 5.57) with p

= 0.0089 for visits 1, 2, 3, 4.

3. The p-values from score tests (with d.f. = 15) for the 

proportional odds assumption for the model in (2) are 0.3726, 

0.4570, 0.3686, <0.0001 for visits 1, 2, 3, 4.

4. The results for treatment*visit from a GEE analysis with 

cumulative logits and “working independence” is 

10.47 with 0.0150
c

Q p= =



Notation

• Let h=1, 2, … q index strata

• Let i=1, 2 index groups

• Let j=1, 2,…, N index all patients

• Let nhi = sample size for i-th group in h-th stratum

• Let k = 1, 2,…, r index response variables• Let k = 1, 2,…, r index response variables

• Let sj = stratum for j-th patient

• Let tj = 1, -1 according to patient j in group 1, 2

• Let yj = (yj1, yj2, …, yjr)’ denote response vector y for 
patient j

• Let Zj = (Zj1, Zj2, …Zjr) with Zjk = 0, 1 as yjk is 
missing, observed



U-Statistic estimation
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U-Statistic estimation (cont.)

I(Ψ) = 1, 0 if Ψ is satisfied or not

njk = sample size for k-th response variable for patients 

in same stratum and group as j-th patient

= nhik if patient j is from h-th stratum and i-th group

(as the number of non-missing yjk for h-th stratum and i-th

group)



Covariance matrix estimation for U-Statistics
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Mann-Whitney estimators and covariance 

matrix estimation
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Management of covariables
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Management of covariables (cont)
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Covariance matrix estimation for response 

variables and covariates jointly
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Mann-Whitney estimators for response variables and 

stratified differences between means for covariables

jointly and their covariance matrix estimation
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Mann-Whitney estimators for response variables and 

stratified differences between means for covariables

jointly and their covariance matrix estimation (cont)
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Randomization-based covariance 

adjustment

[ ]
'

Fit  ,  to  by weighted least squaresr rMP = I 0 f

( ) ( )
1

' 1 ' 1 1

ˆ
ˆ V

−
− − −= = −f f gξg

b P V P P V f ξ V g( )ξg

( ) ( )
1

' 1 1 '

ˆ ˆ ˆgg g
V V

ξ ξ

−
− −= = −b f ξ

V P V P V V

ˆ
ˆ is submatrix of  for covariances of with  and 

 is submatrix of  for  estimated covariance matrix for 

V fξg

g f

V ξ g

V V g



Example 3: Randomized two period crossover clinical 

trial for osteoarthritis of the hip or knee with ordinal 

responses

1. There are four strata according to a pain severity index 
from baseline factors for 227 patients

2. There are two sequence groups as C:T and T:C for test 
(T) and control (C) treatments

3. There are five visits for screening (visit 1), baseline 3. There are five visits for screening (visit 1), baseline 
prior to period 1 of treatment (visit 2), end of period 1 
(visit 3), baseline prior to period 2 (visit 4), end of 
period 2 (visit 5).

4. The response variable at each visit is pain according to 
ordinal visual analogue scale (with range of 0 to 100 
for no pain to very severe pain)

5. Age is a numeric covariable.



Visit 1, Visit 2, and Age have no missing data;

Visit 3 has minimal missing data; 

Visits 4 and Visit 5 have substantial missing data

Pain Severity

Index

Treatment 

Sequence

Visit 1 Visit 2 Visit 3 Visit 4 Visit 5 Age

Table 3: Sample Sizes for Ordinal Response Variables and Age 

for Two Sequence Groups of Two Treatments within Four 

Strata According to Pain Severity Index.

Index Sequence

0 T:C 11 11 10 8 8 11

0 C:T 15 15 15 12 12 15

1 T:C 26 26 26 22 22 26

1 C:T 24 24 22 20 19 24

2 T:C 39 39 37 32 32 39

2 C:T 35 35 34 27 26 35

3 T:C 36 36 33 33 31 36

3 C:T 41 41 41 33 32 41



The stratified Mann-Whitney estimators for Visits 1, 2, 

3, 4, 5 and the stratified difference between mean ages 

with corresponding covariance matrix are as follows:

0 1 2 3 4
ˆ ˆ ˆ ˆ ˆ[ , , , , , ] ' [0.5184,0.5943,0.6467,0.6058,0.3302, 0.3847]'gξ ξ ξ ξ ξ= = −f

16.08 5.48 2.06 3.54    1.67   82.24

 5.48    14.65 4.21        6.87    2.81  1.44

2.06  4.21 15.50 9.89    2.96      30.22
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 

× 
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0 1 0

The criterion for random imbalances for

, , and  is 1.50 with . . 3, 0.6821g Q d f pξ ξ = = =

2.06  4.21 15.50 9.89    2.96      30.22

3.54 6.87 9.89 19.55 6.30 20.89

1.67 2.81 2.96   6.30 18.01 27.84

82.24 1.44 30.22 20.89 27.84 20

=
−

−

− − − −

fV 410

405.11
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 
 
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The covariance and stratification adjusted Mann-

Whitney estimators as departures from 0.5 for Visits 3, 

4, 5 and their covariance matrix are as follows:

[0.1210,0.0624, 0.1877]'= −b

4

14.23 7.91 2.17

7.91 16.25 4.92 10−

 
 = ×V

( ){ }
2

With . . as approximately having the chi-squared 

distribution with . . 1, 0.0014,0.1232,<0.0001,  for Visits 3, 4, 5.

k kb s e b

d f p= =

47.91 16.25 4.92 10

2.17 4.92 17.42

− = × 
  

bV



The covariance and stratification adjusted estimators as 

departures from 0.5 for Visits 3, 5 (with Visit 4 adjusted 

to null) and their covariance matrix are as follows: 

ɶ

0.0906 32.86 4.15
, 

0.2066 4.15 45.62
b

−   
= =   − −   

'

b
Vɶ

For Visit 3, 0.0049; for visit 5, 0.0001;p p= =<For Visit 3, 0.0049; for visit 5, 0.0001;

For (Visit 3 + Visit 5), 0.0225.

For (Visit 3 - Visit 5)/2, 0.0001;

and the corresponding fully adjusted

Mann-Whitney estimator is 0.6486 with

0.95 confi

p p

p

p

= =<

=

=<

( )dence interval 0.557,0.7403 .



Other ways to manage missing data

1.

2.

a.

( )' 2 ' 2 ' 2 ' 1 2

' ' 2 '

Remove  from the definition of the  so that 1 1

for all  when  and  with 0 if otherwise. 

jk j k jj k jj k jj h h

j j j j jj

z z U U U n n

k s s t t U

= = + +

= ≠ =

1 ' ' 'Impute value of  when 0 for either  or  missingjj k jk j k jk j kU z z y y=

( )1 ' '0.5 for tied status by adding 0.5 1jj k jk j kU z z= −

b.

c.

( )
( ) ( ) ( )1 ' '1 ' 1 1 ' 1

 for the previous visit by adding 1

and proceeding recursively by visit.

jj k jk j kjj k jj k
U U U z z

− −
= −

( )1 ' 1 '1 1 '1 ' for baseline by adding 1jj k jj jj jk j kU U U z z= −



Ways to improve applicability of approximately 

multivariate normal distributions and behavior 

of test statistics

1. ɵ ɵ ɵ( ){ }
ɵ ɵ ɵ

ɵ ( ) ɵ ɵ ɵ( )
'

1 1
1

Use of logit transformations log 1  with covariance matrix

 for which 1  and ,..., ; such logits are

like Fisher transformations of Somer's version of Kendall tau.

k k ke

rD D D

λ ξ ξ

λ λ− −

= −

= = − =
λ η ξ η ξ

V V η ξ λ
ɵ ɵ

ɵ

2.

3.

( ) ( )Multiplication of covariance matrices by 1 # estimatorsN N− −

( )Use -distribution with . . , # estimators  for constrasts

with rank  or confidence intervals with 1 estimator

F d f c N

c c

= −

=


